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Abstract of the contribution: This contribution proposes an update to the network slice related definitions. 

Discussions
1. Reason for changes of “network slice” definition
· To avoid inconsistency of definitions of the same terminology at least within the same SDO. For reference, SA1 has defined the “network slice” as following:

· A set of network functions and corresponding resources necessary to provide the required telecommunication services and network capabilities.

· Defining the “network slice” as a concept of something is not a good definition. One way to check whether the definition is good or not is to replace the definition in a sentence that consists of “network slice” For example, “Management of network slice is in scope of SA5”, then replacing the “network slice” with the current SA2’s definition would be:

· Management of “A concept describing a system behaviour which is implemented via Network Slice Instance(s)” is in scope of SA5

From the above bullet point, management of a concept sounds strange. If we do similar exercise but using SA1’s definition instead, it would sound like following:
· Management of “A set of network functions and corresponding resources necessary to provide the required telecommunication services and network capabilities” is in scope of SA5

The sentence above based on SA1’s definition sounds better and more understandable.

· Avoid chains of reference from one to another as much as possible. Currently, referring a Network Slice to the Network Slice Instance, and Network Slice Instance further refers to the Network Slice Template.  
  Proposal: To replace current SA2’s network slice definition with the SA1’s network slice definition.
2. Reason for changes of “network slice instance” definition
· Create network slice instance through other means rather than just from network slice template: Current SA2’s network slice instance is defined such that network slice instance is created from a network slice template. But from the network management point of view, one could think about creating the network slice manually and not necessarily to be based on the network slice template.

·  Avoid chains of reference from one to another as much as possible. Currently, network slice instance is defined such that it refers to network slice template. It would be better if we could avoid this.
· No usefulness of having an explicit of network slice instance. Obviously, a network slice instance by its terminology itself is obvious that it is “an instance of a network slice”. 

Proposal: To remove the current SA2’s network slice instance definition. Instead of having its own definition, it is proposed to add a NOTE below the new definition of network slice (see 1st bullet point above). The texts in the NOTE can be for example:

NOTE: NW Slice Instance is a concrete instance of NW slice.
3. Reason for changes of “network slice template” definition
· A template is actually not a “logical representation” but it is in face “a description” that allows an operator to know what to input into the template to instantiate a network slice that fulfils the requirement or SLA.
· To give a hint that the template is used for instantiate a network slice and for control its life cycle. For this, we propose a new definition for the network slice template as following:
Proposal: Based on the above reasons, we would like to propose a new definition for network slice template as following:
· Network Slice Template (NST): A complete description of the NW Slice and the necessary information to instantiate and control the Network Slice during its life cycle. 
NOTE: Per the NW slice definition, description of capabilities is part of the NW slice blueprint/template.
Proposal

Based on the discussions above, it is proposed to update the solution in the TR23.799 accordingly.

* * * * Start of changes * * * *
3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

Access Traffic Steering: The procedure that selects the "best" access network for a new data flow and transfers the traffic of this data flow over the selected "best" access network. The selection of the "best" access network is typically based on criteria such as the network load, the measured radio signal quality, the application associated with the data flow, etc. Access traffic steering is applicable between 3GPP and non-3GPP accesses.

Access Traffic Switching: The procedure that moves all traffic of an ongoing data flow from one access network to another access network in a way that maintains the continuity of the data flow. Access traffic switching is applicable between 3GPP and non-3GPP accesses.

Access Traffic Splitting: The procedure that splits the traffic of a data flow across multiple access networks. When traffic splitting is applied to a data flow, some traffic of the data flow is transferred via one access and some other traffic of the same data flow is transferred via another access. Access traffic splitting is applicable between 3GPP and non-3GPP accesses.
Evolved E-UTRA: RAT that refers to an evolution of the E-UTRA radio interface for operation in the NextGen system.
Network Capability: Is a network provided and 3GPP specified feature that typically is not used as a separate or standalone "end user service", but rather as a component that may be combined into a telecommunication service that is offered to an "end user".
NOTE 2:
For example, the location service is typically not used by an "end user" to simply query the location of another UE. As a feature or network capability it might be used e.g. by a tracking application, which is then offering as the "end user service". Network capabilities may be used network internally and/or can be exposed to external users, which are also denoted a 3rd parties.

Network Function: In this TR, Network function is a 3GPP adopted or 3GPP defined processing function in a network, which has defined functional behaviour and 3GPP defined interfaces.
NOTE 3:
A network function can be implemented either as a network element on a dedicated hardware, or as a software instance running on a dedicated hardware, or as a virtualised function instantiated on an appropriate platform, e.g. on a cloud infrastructure.
Network Slice: A set of network functions and corresponding resources necessary to provide the required telecommunication services and network capabilities. 

NOTE4: 
NW Slice Instance is a run-time instantiation of the NW slice.
Network Slice Template (NST):   A descriptor of the NW Slice with the necessary information to instantiate and manage the Network Slice during its life cycle. 


NextGen: Next generation used in the context of the present document.

NextGen Core Network: A core network specified in the present document that connects to a NextGen access network.

NextGen RAN (NG RAN): In the context of this document, it refers to a radio access network that supports one or more of the following options:

2) Standalone New Radio, 

4) Standalone New Radio is the anchor with Evolved E-UTRA extensions, 

5) Evolved E-UTRA,

7) Evolved E-UTRA is the anchor with New Radio extensions. 

with the common characteristics that the RAN interfaces with the next generation core.

NOTE 6: NG RAN Options 2, 4, 5 and 7 are documented in the Annex J of this TR. 

NextGen Access Network (NG AN): It refers to a NextGen RAN or a Non-3GPP access network and interfaces with the next generation core.
NextGen System (NG System): It refers to NextGen system including  NextGen Access Network (NG AN)and NextGen Core.
NextGen UE: A UE connecting to a NextGen system.
Non Geostationary Satellites: ( LEO and MEO) circle around the Earth with a period that varies between 1.5 hour and 10 hours. A constellation of NGSO satellite associated with handover mechanisms are  necessary to ensure to service continuity.

PDU Connectivity Service: A service that provides exchange of PDUs between a UE and a data network .

PDU Session: Association between the UE and a data network that provides a PDU connectivity service. The type of the association includes IP type, Ethernet type and non-IP type.
PDU Session of IP Type: Association between the UE and an IP data network.
Service Continuity: The uninterrupted user experience of a service, including the cases where the IP address and/or anchoring point changes.
Session Continuity: The continuity of a PDU session. For PDU session of IP type "session continuity" implies that the IP address is preserved for the lifetime of the PDU session.
Satellite: a platform integrating a transparent repeater or a telecommunication transmitter, placed into Low-Earth Orbit (LEO) typically at an altitude between 500 km to 2000 km, Medium-Earth Orbit (MEO) typically at an altitude between 8000 to 20000 km, or Geostationary-satellite Earth Orbit (GEO) at circa 35 786 km altitude. 
UE Reachability Management: UE Reachability Management: It relates to reachability detection and tracking of UEs in idle mode state.
*** End of changes ***
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